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Abstract mation, preventable medical errors are estimated to be the
main cause of 44,000-98,000 deaths and upto $29 billion
In this paper we propose a knowledge managementper year in the United States alone. Studies show that com-
framework for distributed Healthcare systems consistihg o puterized Clinical Decision Support Systems are helpful
data- and knowledge-bases that contain patient data andand have positive effects such that the Healthcare prawider
mined knowledge of Healthcare institutions. The frame- often report high degree of satisfaction [12]. Any improve-
work takes advantage of data mining techniques, enablingment in the Healthcare service sector will result in savings
technologies and standards to provide decision making that benefit all the stakeholders, from patients to Heaithca
support for the Healthcare personnel. The application providersand governmentagencies in both financial aspects
areas of the new framework range from clinical care to and quality of care.
administrative decision support. With the guidance of the  Currently, Information Systems (IS) have been deployed
Healthcare researchers the available patient data is mined by many Healthcare organizations for a wide range of dif-
off-line to extract meaningful knowledge from medical data ferent purposes, such as telemedicine, patient care, Elec-
which can be shared with other institutions through XML- tronic Health Record (EHR) systems, decision support and
based documents (known as PMML) to achieve knowledgemany more. A major obstacle to the widespread use of IT in
interoperability among different heterogeneous Healthca Healthcare settings is the degree of homogeneity between
systems. Data interoperability is achieved through an Healthcare Information Systems. Since these systems are
XML-based clinical data representation standards (HL7 interconnected the need for proper communication and col-
CDA) to encode patient data. A clinical guideline and a laboration is apparent. In other words, data should be se-
logic module will receive inputs form both PMML and mantically understandable by the receiver who is not neces-
CDA to enable decision making at a higher level based on sarily using the same data format as the source. The data in-
patient data and the mined knowledge. We also applied theteroperability problem has been tackled by some Healthcare
proposed framework on three clinical case studies. We alsodata standards many of which are basedealth-Level 7
describe application of the framework on three case studies Reference Information Mod@HL7 RIM).

In many cases, the Healthcare personnel lack the neces-
Keywords: Interoperability; Data Mining; Knowledge Manage-  sary experience and need decision making assistance from
ment; Healthcare Informatics; Clinical Decision Suppa$t8ms;  the IS that they are working with. While some decision

Clinical Guideline. support approaches focus on providing plain clinical krowl
edge in the form of clinical guidelines GLIF [6, 2], our ap-
1 Introduction proach focuses on the knowledge in the form of patterns

and trends extracted through a data mining process. Ex-
Due to the paramount importance of the quality of pub- amples of such patterns include: likelihood of coincidence
lic Healthcare services, these services represent a majoPf particular diseases; outbreak of a communicable disease
portion of the government spending in most countries. In adverse drug usage event; alerts for new Healthcare ser-
Canada the Provincial Government of Ontario invested aVice policies; and geographical usage pattern for a partic-
total of $28.1 billion in Healthcare services in 2003-4 [20] ular Healthcare service.
it is expected that the total Healthcare spending through- Widespread applications of data mining techniques in
out Canada reaches as high as $142 billion [4]. While to- Healthcare produce valuable knowledge that should be
day’s Healthcare professionals are overwhelmed with infor made available to users other than those who extracted this



knowledge to improve administrative or clinical decision Numerous applications of data mining techniques over
making. It is usually the case that the knowledge extractedmedical data are carried out by researchers. Churilov et
by data mining techniques were only accessible to the insti-al. [7] describe a clustering method using an optimization
tutions that performed the study and rarely did the resultsapproach to extract risk grouping rules for prostate cancer
become available to others in a form that could easily be patients. Ordonez et al. [24] propose a new algorithm to
integrated with their information systems. mine association rules in medical data with additional con-

In this paper, we study the interoperability of the data straints on the extracted rules and applies the method for
and knowledge within a distributed Healthcare system andpredicting heart disease. A decision tree based classifica-
will try to promote the decision support functionality ofth  tion approach has been applied to mass spectral data to help
Healthcare systems by incorporating data mining models.diagnosis of ovarian cancer suspects [26]. Grzymala-Busse
In this context, the ternknowledgerefers to the extracted and Hippe [14] compare various data mining methods sup-
information from the stored patient data through offline porting diagnosis of melanoma skin cancer. While associa-
data mining techniques such as, association, classificatio tion rule classifiers has been applied to diagnose breast can
and clustering. We also describe a knowledge managementer using digital mammograms [27]; Land et al use Neural
framework that enhances dissemination of knowledge thatNetwork based classification approach for the same purpose
is extracted from mined data to a usage pointin a distributed[11]. Li et al [17] discuss the problem of mining risk pat-
Healthcare environment. Also, since the extracted knowl- terns in medical data using statistical metrics in the con-
edge is meant to be shared among Healthcare organizationext of an optimal rule discovery problem and apply the
we pay special attention to the interoperability issue$ tha method to find patterns associated with an allergic event
arise among heterogeneous systems. Hence, we establisior ACE inhibitors. Mining associations mining is also ap-
our framework on standards and technologies that enableplied over human sleep times series data [16]. Wilson et
interoperability in the Healthcare. We also explain thedint al. [21] discuss potential uses of data mining techniques
gration of this framework with the current state of the art in pharmacovigilance to detect adverse drug reactions. In
decision support approaches based on clinical guidelinesour approach, we use the result of three data mining tech-
(GLIF) and provide examples of different types of mining niques in our case studies and will provide the means for
methods. interoperability of the results for different data miniregh-

The contributions of this paper are as follows: i) propos- niques. However, generation of the mining results is out of
ing a novel guideline-based decision-support approach usthe scope of our discussion and this paper.
ing data mining techniques to extract Healthcare knowledge
from patient data; ii) incorporating knowledge interoper-
ability with data interoperability in the distributed Héal
care systems; iii) applying the proposed framework on three
real clinical data mining cases from the Healthcare litera-
ture.

The outline of the remaining sections of the paper fol-
lows. Section 2 provides a literature review on application
of data mining techniques in Healthcare as well as the clin-
ical decision support systems. Section 3 describes the dis ) S !
tributed Healthcare systems to provide enhanced decisionma.Ct.ICe gwdel[nes with a drug databa}sg and gupports pre-
making based on the mined knowledge. Section 4 presenticr'b'ng in a primary care settings. Clinical guidelines de

the current state of the data and knowledge interopenabilit lnetd as deggslon trees are c(i:OtQEd |tr;] XMthormat')[ snd tdh.e
techniques including the discussion of relevant data min- >YS'€M provides recommendations through a web based in-

ing techniques and clinical guidelines. Section 5 dessribe terface. Evidence-Based Guidelines And Decision Support

our proposed knowledge management framework. SectionSyStem (EGADSS) [9] is an open source standards-based

6 demonstrates three case studies of materializing the proIOOI that provides an extensible clinical decision support

; : . framework. EGADSS integrates clinical guidelines coded
osed approach. Finally, the paper concludes in section 7. . . ) .
P bp 4 pap in separate modules with Electronic Medical Record (EMR)

systems to provide alerts and reminders in primary care.
2 Related work Modules contain the decision making logic and access pa-
tients’ data from the EMR system in structured clinical doc-
Because of multi-disciplinary nature of our approach, we uments (CDA). To enable interoperability with heteroge-
have carried out a literature review in both data mining ap- neous Healthcare systems, each data item in the CDA doc-
plication in Healthcare and Clinical Decision Support Sys- ument should be mapped to the corresponding data items at
tems (CDSS). the deployment site. In contrast to the above approaches,

Many Clinical Decision Support Systems have also been
developed. CHICA [25] is a CDSS, developed to improve
preventive paediatric primary care. It uses a knowledge-
base of 290f-thenrules for guideline modeling. The rules
are encoded in a procedural language called Arden Syn-
tax [2] and are grouped into modules called Medical Logic
Modules (MLMs). Dynamic forms are generated and tai-
lored to patients’ needs based on the MLMs. PRESGUID
[22] is a decision support system that integrates clinical



Decision Local System Remote System would be highly valuable. In a distributed Healthcare sys-

s XML e tem the patient data is usually stored at a remote site. In
Igtﬁlrfrfcr;c o o Ej bate this environment, the data required in a guideline step is
s GLF + &% Data mining: queried and retrievesh-linefrom Healthcare databases and
@ 0. |Guideling OFF-LINE l Chtnei the result of the query is encoded into an XML-based doc-
ﬂg Knowledge: PMML e ians ument as a CDA (Clinical Document Architecture) docu-
e Efj Z‘-’;:J?’:;‘;“ ment to be used in the gwdehn.e.. The proppsed environment
[T |- AN takes advantage of the data mining operations to explore the
N oo Loy non-trivial relations, patterns, and trends in the Healthc
Ejmamm data. Since data mining operations are usually time con-
%"“ S suming and require dedicated hardware and software, they
' pate: are not handled locally. Instead, a specialized institui$o
ON-LINE equipped to perform all the data mining tasks on the Health-

care data in aoff-line operation. The relevant data mining
operations include: association rules, clustering, aasisii

fication.
Figure 1. Decision support system in dis- The off-line generated data mining results are shared
tributed Healthcare environment. among heterogeneous institutions; hence the interoperabi

ity of the data mining results (as the extracted knowledge)
is central. We adopt a standard XML-based data model,
. , . hamely PMML (Predictive Markup Modeling Language)
our approach is based on mined knowledge and uses a cling, 4chieve the interoperability of the mined knowledge.

ical guideline standard in conjunction with a logical maglul  p\viML documents carry the relevant concepts and results
that incorporate data from CDA documents and knowledge o¢ e gifferent data mining techniques to be used for edu-
from PMML documents (to be discussed later). Therefore, cataq clinical or administrative decision making. In Figur

both data and knowledge would be employed to provide an each Logic Module along with its corresponding CDA

enhanced decision making environment. (for Healthcare data) and PMML (for Healthcare knowl-
edge) is used to provide the required logic for a GLIF guide-
3 Proposed Healthcare environment line.

Figure 1 illustrates the operating environment for the 4 ~Data and knowledge interoperability
proposed data and knowledge interoperability framework
within the context of a guideline-based decision support ~ The heterogeneous nature of the Healthcare systems has
system in a distributed Healthcare setting. The steps forbeen the focus of a lot of research activities. In this paper,
conducting a scenario (Healthcare event) are described bewe address both data and knowledge interoperability; how-
low. The system provides a form-based user interfaceever the knowledge interoperability is the main focus of the
for the Healthcare personnel (physician, nurse, pharmacis paper. In the following subsections, these two complemen-
medical researcher) according to a GLIF guideline for a tary aspects will be discussed in details.
specific clinical encounter. The GLIF guidelines are basi-
cally flow-charts that provide decision making support at 4.1 Data interoperability
the point of care. The flow of actions in the guideline is
mainly controlled at decision steps which consult with the ~ The underlying technology for data interoperability con-
knowledge-base to make appropriate decisions. The stepsists of 4 layers: i) at the lowest layer a communication
consist of operations, such as: acquisition of patientrinfo channel is shared between acting information systems; ii)
mation; actions according to the patient information; sub- on top of the communication channel, services are defined
decision making; and making a final decision that concludesthat provide basic data interchange functionality, sucteas
the guideline. The accuracy and effectiveness of the GLIF cure or reliable data transmission; these two layers are the
guided decisions are highly dependent on the accuracy offoundation for data exchange between information systems;
the information (such as patient’s clinical history and the iii) for information systems to actually be able to undensta
test results) and the degree of user’s knowledge to directeach other, a common syntax must be established to which
the flow of information to a final decision about the case all the messages that flow between them should conform
at hand. In this context, any additional knowledge that to; this is referred to as syntax interoperability which can
enhances the effectiveness of the decision making procesbe considered as a third layer located on top of the service



layer; and finally, iv) a common semantic framework is nec- 4.2 Knowledge interoperability
essary to interpret every message with the right meaning.

A definition for decision support systems for Healthcare
has been proposed in the literature [5] &ystems that
k- provide access to knowledge which is stored electronically
to aid patients, carers and service providers in making
| decisions on Healthcate These systems aim to dissem-
inate clinical knowledge in the right time, for the right
person and in the right way [10], to improve quality of care.
Semantic interoperability, on the other hand, needs moreBelow, we describe the enabling techniques for sharing
delicate attention since it is by nature harder to achieve. | clinical knowledge and data mining results.
is not usually enough to use the same words, but also to
interpret the words with the right meaning. Here is an ex-  Clinical guidelines
ample; a doctor working at his clinic might need to access We are interested in approaches that try to capture the
his patient’s test results on the laboratory database. ©n th clinical knowledge in the form of best practice computer-
other hand he might also be interested in comparing thisreadable clinical guidelines. One such approach, Arden
document to a normal test document stored on the hospi-Syntax [2] defines individual decision making modules that
tal database. While these two pieces of data can both becode the decision criteria for a specific situation. Medical
referred to as laboratory report that have the same data eleknowledge is encoded in a set of discrete modules called
ments and an identical structure, they represent totalty di Medical Logic Modules (MLMs) that enable the exchange
ferent things and the system should be able to distinguishof knowledge in many institutions. When the rules con-
these two. clude astrue then an action specified within the module
is executed which is normally in the form of a reminder or

~ The HL7 data modeling methodology with its core ap alert. To realize interoperability, each module defites i
information model and the associated vocabularies andgyn data slot used to read data items into a set of internal

data types provide the syntax and semantic interoperabilyariaples. This section of the module is the only part that is
ity among heterogeneous Healthcare information systems 4¢ected when the module is deployed in different Health-
Following this methodology data is encoded from a propri- ¢5re settings. The other important part of an MLM is the
etary data model into HL7 messages (or vice versa) as ifjggic slot, which contains the decision making rules in the
crosses the organizations’ boundaries. form of if-thenstatements. These rules use the variables ini-
tialized in the data slot. An action slot defines the actions
that should be triggered when certain rules are satisfied.
Guideline Interchange Format (GLIF) [6] specifies

An established common vocabulary and a unified repre-
sentation are required elements for syntax interopetgbili
For example, one party in the communication might be tal
ing in English while others know French. Also, it might
encode the messages in plain text while others use XM
encoding.

Following an Object-Oriented approach, the standard
defines a Reference Information Model (RIM) in its core
which models Healthcare data domain and provides a uni- .
fied view of the Healthcare domain. To define a rnessageanother str_uctured format_ f_or shar_ablc_a representatlon. of
a subset of the RIM classes relevant to the message concOMPuter interpretable clinical guidelines. ~ The main

text is selected (Message Information Model), refined into CPi€ctives in design of GLIF include precision, non-
R-MIM (refined MIM) model and flattened by tracing the 2MPiguity, human-readability, computability, and platfo

diagram from a root class. Then using different vocabu- independence. GLIF defines three abstraction levels as
laries for different parts; LOINC terminology for observa- follows. In the f|r§t level, a conceptual flowchart model

tions; SNOMED for procedures and UMLS for medication that is easy to write and comprehend represents the flow
treatments, the messages are encoded in an Implementatioff €Vents, states, and actions. Nodes in the flowchart

Specific Technology (IST) and transmitted between infor- '€PresentDecision StepsBranch Steps Synchronization
mation systems. StepsandPatient State Stepdn the second level, namely

computable level, the details of decision criteria, refeva

The Clinical Document Architecture (CDA) is another patient data, and iteration information are provided to enak
Healthcare standard that enables semantically interbfgera the guidelines computable; in this level, the guidelines
exchange of clinical documents such as history information reference standard vocabularies and standard medical data
discharge summary, and progress note. CDA is a documentnodels to be institution independent. In the third level,
markup standard that can be used to define the structure othe implementation details and necessary mappings into a
XML-based clinical documents through specifying an XML specific institution’s information system are handled.
schemathat is assigned a unique identifier. CDA documents
may be transmitted as part of an HL7 message or stored in Data Mining
databases [18]. Data mining aims at building and fittingraodelto the data.



5.1 Phase 1 - Knowledge Preparation

BE | vemvcrtan [ o] Temms (e e
i 53 to be mined | Anonymization Data KDD
= In this phase, the data mining knowledge is extracted

********* DRSS 000000 from Healthcare data in an off-line operation. For this pur-

Qé —— pose data is.mined and a model is fit to the data. This model

g 3 | odatnees (> bocuments g . MM mlght describe the data or be used to carry oqt fu.ture pre-

=g o B dictions on new data. Examples of such applications are:
7777777777777777777777777 R classifying a disease based on its symptoms to help diag-

Knowledge nosis; clustering the patients based on relevant risk feicto

,ﬁg o verifying known medical facts; and expressing useful hid-

Qs Looicvoaue  [BECEORNEROERSE S—— Decision den patterns in data as in association rules mining.

v2 Vg This phase starts by removing the Healthcare data at-

tributes that can identify a patient or reveal their private
data. Based on the definition of privacy, some studies
[19] have also shown that the privacy breaches can occur
even when the data is anonymized. The investigation of
the privacy breaches is not in the scope of this paper. Af-
ter anonymization the knowledge extraction process begins
which is a complex and time consuming activity that has
This model can be used to describe the data or to do premany steps and iterations. The discovery starts by data se-
dictions on new cases [23]. Standards have been developetéction, data cleaning, and data transformation which are
to make the models that are built by one party to be avail- followed by the actual data mining operation. Finally, the
able and understandable by other parties. Predictive Modekesults are evaluated in terms of novelty, usefulnessgvali
Markup Language (PMML) provides a way to share and ex- ity, and understandability [13]. In this paper we are inter-
change statistical and data mining models where users camsted in encoding the results of the different data mining
develop a model with one vendor's tool and then visualize, techniques not the extraction process.

analyze, evaluate, and use the model using other applica-

tions. The specification comes in the form of an XML DTD ]

and the current version 3.0 supports a wide range of model-2 Phase 2 - Knowledge Interoperation

including association rules, clustering, naive bayesraleu
network, regression, sequences, and trees.

According to the specification [8], in each PMML doc-
ument adata dictionarydefines the data attributes that are
used in the document andransformation dictionargpec-
ifies the required data transformations to be performed prio
to the application of the model. Each document may con-
tain one or more data mining models. As an example, an

association rules mining task and its results can be spécifie cation to encode the mined results into XML based docu-

in a PMML document by the following information: data -
. : : ments. The XML schema for each data mining result de-
attributes and their types and value ranges (numeric, cat-___. : . L . o
. SR o scribes the input data items, data mining algorithm specific
egorical), data transformations; mining specific paramete

(minimum support and minimum confidence): items; item- parameters, and the final mining results. In an on-line oper-
. ) ’ '~ . ation, the subject data (i.e., Healthcare data that neagis de
sets; and finally the rules that were discovered along with

the corresponding supports and confidences sion making) in a source institution’s internal data repres
P gsupp ' tation (e.g., EMR systems) is encoded into a CDA document

to be interpreted for decision making in a destination insti
5 Proposed framework tution. The encoded PMML knowledge can also be stored
and used locally by Healthcare institutions.

Figure 2 illustrates the overall view of the proposed dis- The PMML and CDA documents provide the interoper-
tributed knowledge management framework. The frame- ability of knowledge and data in our framework in the sense
work consists of three phases, as: preparation, interoperathat the Decision Support System (DSS) will be indepen-
tion, and interpretation. The description of each phase fol dent to the proprietary data format of the involved institu-
lows. tions.

Figure 2. Healthcare Knowledge management
framework. The shaded areas designate off-
line parts.

In this phase, two separate flows of data and knowl-
edge are properly encoded to be used at the point of care.
This phase ensures the interoperability among the institu-
tions with different data and knowledge representations. |
an off-line operation, the extracted knowledge in phase 1
should be ported to the parties that will use it for decision
making. This is performed by employing PMML specifi-



5.3 Phase 3 - Knowledge Interpretation 6.1 Classification

In this phase, afinal decision is made based on the results A classification algorithm (e.g., neural network or deci-
of applying the mined models to the subject data. The logic sion tree) assigns a class to a group of data records having
of decision making is programmed into the logic modules specific attributes and attribute-values. The classificati
that access, query, and interpret the data and knowledge thaechniques in Healthcare can be applied for diagnostic pur-
flow from the previous phase. The final decision might be poses. Suppose that certain symptoms or laboratory mea-
to issue an alert or to remind a fact. surements are known to have a relation with a specific dis-

For the mined knowledge to be actually used at the ease. A classification modelis built that receives a setlof re
point of care, the data mining models should be interpretedevant attribute-values, such as clinical observationsea-m
against the subject cases (patient data). Three diffecentd surements, and outputs the class to which the data record
uments are involved in this phase. The first document is thebelongs. An example class can identify “whether a patient
on-line CDA document from phase 2 that contains a casehas been diagnosed with a specific disease”. Such a classi-
data for a patient (e.g., a particular laboratory repohg; t  fication model is built at phase 1 by a different party on a
second document is the PMML document, containing the possibly large dataset; the classification model is then en-
knowledge extracted through off-line data mining in phase 1 coded into a PMML document in phase 2 to be shared and
that was made portable in phase 2; and the third document igxchanged with the Healthcare institutions who will eventu
a program (logic module) that contains the necessary logically use the model; and in phase 3, the model will be applied
to interpret the data and knowledge. to a patient’s medical case to yield a result.

The logic modules are independent units, each responsi- To incorporate classifications into the GLIF guide-
ble for making a single decision based on the facts extractedines, we extend the decision step nodes in the guideline
in phase 1. In principle, they are similar to the idea of Arden flowchart. In these nodes, the classification model is run
Syntax Medical Logic Modules (MLM) with the exception over the subject data; and based on the classification sesult
that in addition to the simplé-then rules in MLMs they the guideline flows to a particular path. As described in
can access and query mined knowledge bases. Each logiphase 3, a logic module is defined that takes care of ac-
module contains the core decision making operation for acessing data from CDA documents, running the model and
specific application and is bound to a specified data min-taking the right action.
ing model in a PMML file. The overall structure of a logic We chose a decision tree classifier that was built to clas-
module is described below. sify historical data to diagnose melanoma skin cancer [3].

The decision making is carried out in 3 main steps, re- The inputs to the classifier (i.e., TDS and C-BLUE) are of
trieving the right data fields from the data source; applying numerical and boolean types. Figure 3.a illustrates the de-
the mined models to the data and eventually taking an actioncision tree classifier. Figure 3.c, shows part of the PMML
or a set of actions. To do this, first the local variables imeac encoding for the same decision tree and Figure 3.b illus-
logic module are populated by accessing the correspondingrates the guideline that uses this classifier.
data fields in the CDA document. Before the model is ap-
plied to the data that was read, the required transformation 6.2 Association rules
are performed on the data. These transformations are spec-
ified in the transformation dictionary section of the PMML Association ruleX = Y is defined over a set of trans-
document. Then the PMML model is applied to the trans- actionsT" where X andY are sets of items. In a Health-
formed data. Several languages have been proposed in litereare setting, the séf can be the patients’ clinical records
ature [15] to query a data mining knowledge-base, and theand items can be symptoms, measurements, observations,
specifications are applicable in our framework. Based onor diagnosis. Givel$ as a set of itemssupport(S) is de-
the results of this application, the module takes an action.fined as the number of transactionsZnthat contain all
For example, if the module was invoked abacision Step  members of sef. The confidenceof a rule is defined as
in a guideline, it may branch to a specific path; or it may support(X UY')/support(X) and the support of the rule
simply display the results in form of a reminder or an alert. itself, is support(X UY'). The discovered association rules

can show hidden patterns in the dataset that was mined. For

6 Case studies example, the rule:
. , , . ~ {People with a smoking habit
In 'FhIS section, we describe three .dl'fferent d.ata.mmlng — {People having chronary heart disedse
techniques along with a real-world clinical applicatiom fo
each case and explain how these techniques fit in our prowith a high confidence; might signify a cause-effect rela-

posed framework. tionship between smoking and diagnosis of heart disease.



| Association Rule | Support| Confidence|6.3 Clustering

SeptoAnterior = (LAD > 50%) 18% 80%
InferoSeptal = (RCA > 50%) 12% 65% The last group of data mining techniques that we de-
InferoLateral = (LCX > 50%) | 20% 53% scribe in this section is clustering. We used the resultpof a

plying a clustering method on prostate cancer patients [7].
The data record fields are the patients age, tumour stage,
Gleason score, and PSA level (in this paper the medical
meaning of these fields are not of our interest). The clus-
tering algorithm generates 10 clusters. Figure 5.a iluss
parts of the PMML encoding for the results. As the original
paper claims, the clusters can further be used to classify pa

d tients into risk groups of low, intermediate, and high risks

based on appropriate metrics. Based on this method, clus-

ters 10 and 5 belong to low risk groups, whereas clusters 1,

3, 4 and 6 include high risk patients and the other clusters
To make this type of knowledge available at the point of represent intermediate risk groups. Figure 5.b illustrate

care to the practitioners, we consult the knowledge-base todecision step in a clinical guideline that takes differeattys

retrieve the rules that are applicable to the current pegien after applying the data mining encoded PMML model to the

data. The valid rules can then be displayed to the user withpatient data to identify the cluster and hence the risk group

their corresponding support and confidence factors. In or-associated with the patient.

der to consult with the knowledge-base, certain data items

that are relevant to the current.guideline flow should be re- 7 Conclusion

trieved, (e.g., whether the patient smokes, when he com-

plains from the chest pain) and the data should be applied )

to the set of association rules to find the relevant ruless Thi ~ In this paper, we proposed a novel knowledge manage-

process of data access and knowledge-base consultation iment framework for distributed Healthcare syste.m's that in-

again encoded in a logical module with the same overall cOrporate the knowledge extracted by data mining tech-

structure that was described in the case of classifications. Niques into Healthcare information systems for decision
making. We also described a Healthcare environment at

The case study that we present in this section attempts tahe point of care that takes advantage the knowledge pro-
discover rules that associate risk factors and perfusiar me vided by our framework within the context of clinical guide-
surements to disease measurements [24]. Three of the modines to improve clinical decision making. We note that the
significant rules are shown in Table 1. The mining algo- framework can be potentially used for administrative de-
rithm used is a variation of Apriori and the mining parame- cision making purposes as well. At the end, three exam-
ters, i.e., support and confidence are selected apprdgriate ples demonstrating different data mining techniques, (i.e.
The left hand side of the rules are perfusion measurementslecision tree based classification; association rulesmini
on specific regions of the heart; while the right hand side and clustering) that were applied to clinical data in thé-rea
corresponds to the heart disease measurements. The devorld Healthcare research studies; were selected and us-
tailed meaning of these attributes is out of the context of ing our proposed framework we showed how they can be
this paper. adopted by guideline-based decision support systems. We
demonstrated how a variety of standards (CDA, PMML),
guidelines (GLIF), and algorithms (data mining techniques
‘above) can be integrated into a unified framework to work
: . . seamlessly towards an enhanced Healthcare decision mak-
can then be displayed to the user. .F|gure 4.a |Ilqstratets paring environment. The proposed framework is a part of ref-
of the PMML document that contains the association rules o o co architecture for Healthcare systems that the author
shown in Table 1. The data attributes illustrated in Fig- are involved in. The proposed approach is an on-going re-

ure 4.a are derived data fields that were subject to certainSearch work and a prototype system is being implemented.
transformations. These transformations are not shown in

the figure. It is worth mentioning that in some situations,

numerous rules might apply. These rules should be furtherReferences

constrained based on an appropriate measure. A simple so-

lution is to filter out some rules and just leave the ones with [1] 18th IEEE Symposiu 2005), 23-24 June 2005, Dublin, Ire-
higher confidence measure. land. IEEE Computer Society, 2005.

Table 1. Most significant discovered associa-
tion rules.

Although, this specific rule is a known fact that is expecte
to be valid, there are potentially many more rules that are
not known or documented.

Figure 4.b illustrates part of a clinical guideline that
branches to consult the association rules in the knowledge
base which will eventually yield applicable rules. The aule
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<PMML version="3.0">
(header)

(data dictionary)
(transformation dictionary)

<AssociationModel ...> ...

perto perid " Susplcious <Item id="1" value="SeptoAnterior"/>
Part a. The decision tree for diagnosis of Melanoma skin cancer. <ltem id="2" value="InferoSeptal"/>
<Action Step> <ltem id="3" value="InferoLateral"/>

<ltem id="4" value="LAD_greater_than_50_percent"/>
<ltem id="5" value="RCA_greater_than_50_percent"/>
<ltem id="6" value="LCX_greater_than_50_percent"/>

Plan

Cancer Treatment

<Decision Step>

<ltemset id="1" numberOfltems="1" support="...">
Check other <ItemRef itemRef="1"/> </Itemset>

possibilities <Itemset id="2" numberOfitems="1" support="...">
<ltemRef itemRef="2"/> </Itemset>
Part b. A decision step in a clinical guideline that takes different <ltemset id="3" numberOfltems="1" support="...">
paths based on the case classification results. <ltemRef itemRef="3"/></ltemset>
PMML version="3.0" » <ltemset iq:"4" numberOfitems="1" support="...">
<Header copyright="NA" description="A decision tree encoded in PMML <ltemRef itemRef="4"/></ltemset>
and used to classify Melanoma skin cancer"/> <ltemset id="5" numberOfltems="1" support="...">
<DataDictionary numberOfFields="2" > <|temRef itemRef="5"/></ltemset>
<DataField name="TDS" optype="continuous"/> <Itemset id="6" numberOfitems="1" support="...">

<DataField name="C-BLUE" optype="categorical" >
<Value value="absent"/>
<Value value="present"/>
</[?’n\ttaFF_l9|Ld> ; . . | <AssociationRule id="1" support="0.18" confidence="0.80"
<DataField name="diagnosis" optype="categorical" > —uqn Ty
<Value value="Benign-nevus"/> antecedent="1" consequent="4"/>

<ltemRef itemRef="6"/></ltemset>

<Value value="Malignant"/> <AssociationRule id="2" support="0.12" confidence="0.65"
<Value valu_e:"Suspicious"/> antecedent="2" consequent:"S"/)
</DataField> <AssociationRule id="3" support="0.20" confidence="0.53"

</DataDictionary>
v antecedent="3" consequent="6"/>

<TreeModel modelName="MelanomaSkinCancer" functionName="classification">

M_<'_V""|i='_19|3°hema> _—— </AssociationModel>
<MiningField name="" ">
<MiningField name="C-BLUE"/> </PMML>
<MiningField name="whatldo" usageType="predicted"/> H .
“MiningSchema> Part a. Part of the PMML encoding representing the
<Node score="Benign-nevus"> association rules for predicting patients heart disease.
<True/>
<Node score="Benign-nevus'>
<SimplePredicate field="TDS" operator="lessThanOrEqual" value="4.85"/> <action step>
<Node score="Benign-nevus">
<SimplePredicate field="C-BLUE" operator="equal" value="absent" /> Consult with
</Node> . <branch step> the mined <synchronization step>
<Node score="Benign-nevus" > association rules \
<SimplePredicate field="C-BLUE" operator="equal" value="present" /> Continuation
</Node>
</Node> expression
<Node score="Benign-nevus"> Perform other
<SimplePredicate field="TDS" operator="greaterThan" value="4.85"/> \ . .
<Node score="Malignant"> actions in
<SimplePredicate field="TDS" operator="greaterThan" value="5.54" /> parallel
</Node>
<Node score="Suspicious" >
<SimplePredicate field="TDS" operator="lessThanOrEqual" value="5.54" /> . . .. . .
</Node> Part b. An action step in a clinical guideline that consults
</Node> with the knowledge base containing association rules.
</Node>
</TreeModel> . ., .
</PMML> Figure 4. The association rule mining exam-
Part c. The PMML representation of the Melanom skin cancer ple.
classifier.

Figure 3. The classification example.



<PMML version="3.0">
<Header copyright=""/>
<DataDictionary numberOffields="4">
<DataField name="Gleason score" optype="categorical">
<Value value="1"/> ... <Value value="10"/>
</DataField>
<DataField name="PSA" optype="continues"/>
<DataField name="Age" optype="numerical"/>
<DataField name="Tumor stage" optype="categorical">
<Value value="1a"/>...<Value value="4"/>
</DataField>
</DataDictionary>

<ClusteringModel modelName="Prostate Cancer Clustering"
functionName="clustering”" modelClass="centerBased"
numberOfClusters="10">
<MiningSchema>
<MiningField name="Tumor stage"/>
<MiningField name="Gleason score"/>
<MiningField name="PSA"/>
<MiningField name="Age"/>
</MiningSchema>

<ComparisonMeasure kind="distance"> <squaredEuclidean/>
</ComparisonMeasure>

<ClusteringField field="Tumor stage" compareFunction="absDiff"/>
<ClusteringField field="Gleason score" compareFunction="absDiff"/>
<ClusteringField field="PSA" compareFunction="absDiff"/>
<ClusteringField field="Age" compareFunction="absDiff"/>

<CenterFields>

(derived and transformed Tumor stage)
(derived and transformed Gleason score)
(derived and transformed PSA)

(derived and transformed Age)
</CenterFields>

<Cluster name="cluster1">
<Array n="4" type="real"> 7.2 7 9.3 68</Array> </Cluster>
...(other clusters)
<Cluster name="cluster10">
<Array n="4" type="real">3.2 5.7 15 67</Array> </Cluster>
</ClusteringModel>
</PMML>

Part a. Part of a PMML document representing the clusters
for prostate cancer patients.

<Action Step>

Take action
for patients
with high [
risk
<Decision Step>
Consult Take action
Prostate Cancer for patients
Risk with low
Assessment risk
Module
Take action
for patients
with -
intermediate
risk

Part b. A decision step in a clinical guideline that takes a different
path based on the risk assessment of the patient.

Figure 5. Clustering example.



